Kosterlitz-Thouless scaling at many-body localization phase transitions
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We propose a scaling theory for the many-body localization (MBL) phase transition in one dimension, building on the idea that it proceeds via a "quantum avalanche." We argue that the critical properties can be captured at a coarse-grained level by a Kosterlitz-Thouless (KT) renormalization group (RG) flow. On phenomenological grounds, we identify the scaling variables as the density of thermal regions and the length scale that controls the decay of typical matrix elements. Within this KT picture, the MBL phase is a line of fixed points that terminates at the delocalization transition. We discuss two possible scenarios distinguished by the distribution of rare, fractal thermal inclusions within the MBL phase. In the first scenario, these regions have a stretched exponential distribution in the MBL phase. In the second scenario, the near-critical MBL phase hosts rare thermal regions that are power-law-distributed in size. This points to the existence of a second transition within the MBL phase, at which these power laws change to the stretched exponential form expected at strong disorder. We numerically simulate two different phenomenological RGs previously proposed to describe the MBL transition. Both RGs display a universal power-law length distribution of thermal regions at the transition with a critical exponent $\alpha_c = 2$, and continuously varying exponents in the MBL phase consistent with the KT picture.
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I. INTRODUCTION

The question of how many-particle systems reach thermal equilibrium under their intrinsic dynamics has attracted renewed attention over the past decade, as experiments with a variety of synthetic quantum systems—ultracold atoms [1,2], trapped ions [3–5], nitrogen-vacancy centers [6,7], and superconducting qubits [8,9]—can access new nonequilibrium regimes. Such systems are naturally isolated from an external environment and therefore evolve under reversible unitary dynamics. Their thermalization is best viewed as the "scrambling" of quantum information as it is transferred to nonlocal degrees of freedom, becoming essentially inaccessible to local measurements. The eigenstate thermalization hypothesis (ETH) provides a natural explanation of such dynamics via properties of individual eigenstates [10,11]. ETH suggests that small parts of the quantum system experience the remaining degrees of freedom as a thermal bath. This relies essentially on the effective exchange of quantum information and transport of conserved quantities between different parts of the system [12].

In many-body localized (MBL) phases, strong disorder arrests the efficient exchange of information, leading to a breakdown of thermalization even in interacting systems [13–22]. MBL phases have attracted much interest, as their lack of thermalization allows quantum correlations to persist at energy densities where they would be washed out in equilibrium. Highly excited eigenstates of MBL systems satisfy an area-law scaling for the entanglement entropy of subsystems, resembling ground states of local Hamiltonians [23]. In contrast, their ETH counterparts show a much higher volume-law scaling of entanglement [12]. In one dimensional (1D) disordered systems, our focus here, the existence of MBL has been rigorously established [24,25]. The proof of the existence of MBL sheds light on its underlying structure, as it proceeds by constructing an extensive set of (quasi-)local integrals of motion (LIOMs) or “l-bits,” that commute with the Hamiltonian and are therefore conserved under time evolution. Much of the physics of the MBL phase—lack of ergodicity, logarithmic dephasing time, and stability to weak perturbations—can be understood in terms of these conserved quantities [26–28]. This description in terms of emergent conserved quantities imparts an integrable structure to the MBL phase distinct from, and more stable than, that of translationally invariant quantum integrable systems described by the Bethe ansatz [22].

Decreasing disorder or increasing interaction strength can eventually lead to a breakdown of many-body localization and restoration of ergodicity. The many-body (de)localization phase transition separates MBL and thermalizing phases. This transition describes a breakdown of equilibrium statistical mechanics and has many features that distinguish it from phase transitions usually encountered in either quantum or equilibrium classical systems. Despite focused efforts in studying this transition [19,29–41], the combination of finite energy density, interactions and disorder remains a challenge to all known theoretical and computational techniques. Much
of the insight into the existence of the MBL phase and transition have been obtained by exact diagonalization studies, performed on small system sizes \((L \lesssim 30)\). However, scaling exponents extracted from such studies [37,38] violate general bounds required by the self-consistency of the transition [42–44]. This suggests that numerical studies are subject to strong finite-size effects, limiting their reliability to deep inside the phases, where correlation lengths are short.

In light of these challenges, theoretical efforts have focused on phenomenological approaches that abandon a microscopically faithful treatment in favor of a coarse-grained description [29–35]. These approaches were designed to identify the physical mechanism that drives the transition and build an effective model which could then be solved numerically for large system sizes. Nonetheless, both the choice of a consistent model and the interpretation of its results in the context of the MBL transition have presented challenges. Despite being based on the same philosophy of coarse graining many-body resonances in a strong disorder approach, various proposed renormalization group (RG) approaches differ significantly in their procedures and their link to the microscopic physics. Thus a consistent picture of the critical point is missing.

In this paper, we formulate a unifying scaling theory for the MBL transition that has a Kosterlitz-Thouless form. We show that the basic features of KT scaling emerge from a phenomenological description of the proliferation of “quantum avalanches” [45] that drive the MBL transition. As such, this picture is independent of any specific microscopic model. Specifically, we show that the avalanche process combined with a natural choice of scaling variables immediately leads to KT critical behavior. The KT picture implies that the MBL critical point is the terminus of a line of RG fixed points characterized by an exactly marginal scaling variable. We discuss how this picture resolves many shortcomings of previous descriptions. However, it also raises questions about the physics beyond avalanches in the MBL phase away from the transition. Thus, in Sec. III, we propose two distinct scenarios for the MBL phase distinguished by how the KT scaling is linked to a Griffiths description of the fractal rare thermal regions.

Several numerically tractable effective models have been previously proposed as a route to accessing scaling properties of the MBL transition. These include models designed to capture quantum avalanche processes [31,33], as well as ones where avalanches were not an apparent feature [29]. However, the transitions studied in those works were not identified as KT-like; this is perhaps unsurprising in light of the notorious difficulties in observing KT scaling even in classical equilibrium models. In light of the KT picture, we now revisit two of these models, in both cases dramatically increasing the available statistics or system sizes compared to previous studies. In Sec. IV, we reconsider the cluster RG of Ref. [31], referred to as “DVP” in what follows. By analyzing thermal distributions that are a direct output of this scheme we find an algebraic structure of thermal resonances in the MBL phase – strong evidence for the KT flow. In Sec. V, we implement the block RG of Ref. [29], referred to as “VHA” in the following, and also find results consistent with the KT picture. We comment on how the results of Secs. IV and V may be accommodated within the two scenarios proposed in Sec. III. Finally, we close in Sec. VI with a summary of our main results and an overview of new directions in the study of MBL transitions opened by the present work.

II. PHENOMENOLOGICAL ARGUMENT FOR KOSTERLITZ-THOULESS SCALING

A. Many-body delocalization via quantum avalanches

Assuming a direct transition between the MBL and delocalized phases, at the transition, eigenstates undergo a complete rearrangement as the entanglement jumps abruptly from area law to volume law [29–31,39,46]. This is quite unlike conventional critical points, which are driven by fluctuations of a locally defined order parameter. Numerical studies of the transition show strong asymmetry: a strongly resonant thermal block can thermalize a localized region far more effectively than a localized region can arrest the growth of the thermal block [47].

The asymmetry between thermalization and localization was formulated as an ‘avalanche’ process that we briefly review following Ref. [45]. Imagine a rare thermal region of \(n_0\) spins (a “bubble”) in an otherwise localized spin-1/2 chain. Such a rare thermal inclusion is unavoidable in a generic system, with uncorrelated disorder. It will act as a small bath and will increase its size by thermalizing spins peripheral to it. Let us assume that the bubble has absorbed a number \(n \gg 1\) of l-bits to grow to a new size \(n_0 + n\), but is still described by random matrix theory and thus remains featureless. Further growth of the bubble depends on the matrix element for flipping an l-bit at distance \(n/2\) from the new edge (see Fig. 1).

This is asymptotically given by \(\Gamma \sim e^{-n/2\zeta}/\sqrt{2n_0 + n}\), where \(2n_0 + n\) is the dimension of the bubble Hilbert space and \(\zeta\) characterizes the exponential decay of typical matrix elements with distance. This matrix element should be compared to the level spacing of the bubble \(\delta \sim 2^{-n_0+n}\): \(g = \frac{\Gamma}{\delta} \sim \exp\left(-\frac{n}{2\zeta} + \frac{\ln 2}{2} (n + n_0)\right)\) \((1)\). If \(\xi > \zeta = (\ln 2)^{-1}\), the matrix element falls off slower than the level spacing and \(g \gg 1\) for \(n \gg 1\). This leads to an “avalanche” process where the initial thermal inclusion will be able to repeatedly absorb l-bits and grow until it thermalizes the whole system. We note that this simple picture relies on the assumption that the growing inclusion obeys ETH
at all steps [45]. This avalanche process is supported by exact diagonalization studies on toy models that incorporate “random-matrix-type” inclusions [47,48], however, it remains to be tested for fully microscopic lattice models.

We emphasize that the growth of ETH bubbles by absorbing spins is controlled by the effective interaction matrix elements of these resonances, which have to be carefully considered. Tracking the evolution of the effective coupling strengths and the degree of instability to thermalization at long distances is the purview of RG methods, to which we now turn.

### B. Kosterlitz-Thouless scaling

We now argue that the basic ingredients of the avalanche discussed above give rise to a Kosterlitz-Thouless scaling at the MBL transition, with minimal additional assumptions. Already implicit in the avalanche discussion is a degree of coarse graining, due to the presence of fully thermal regions at intermediate scales that arise out of microscopic configurations. We shall proceed with this picture, which we emphasize is not tied to any specific model, and will comment further on its validity below.

Given the presence of thermal regions that grow to drive the delocalization transition, it is natural to work with variables that capture the distributions of individual locally thermal blocks and their effectiveness in thermalizing neighboring regions. First, we identify the average density of thermal blocks \( \rho(\ell) \) as a scaling variable. Here, \( \Lambda = \Lambda_0 e^{-\ell} \) is the RG scale at which we are probing the system and \( \Lambda_0 \sim 1/a \) is the cutoff scale set by the lattice spacing \( a \). As the second scaling variable, we identify the length scale \( \xi(\ell) \) that governs the effective matrix element \( \Gamma(\ell) \sim e^{-x(\Gamma(\ell))} \) at a distance \( x \) from the boundary of a thermal block. These scaling variables control the distributions of physical observables, that are themselves broad at criticality due to the strong randomness inherent to the MBL transition.

It remains to deduce the RG equations that describe how \( \rho, \xi \), transform as the RG flows to longer length scales. Following the avalanche scenario outlined above, we first demand that at any scale, the density of thermal regions \( \rho \) increases (decreases) under the RG if the typical localization length \( \xi \) at that scale is larger (smaller) than some critical value \( \xi_c \), corresponding to the onset (absence) of avalanche processes. The simplest flow equation consistent with this is

\[
\frac{d\rho}{d\ell} = b\rho(\xi - \xi_c) + \ldots, \tag{2}
\]

where \( b \sim O(1) \) is a positive constant, and the ellipsis denotes higher order terms in \( \rho \) and \( \xi - \xi_c \). In RG language, Eq. (2) indicates that thermal resonances are relevant if \( \xi > \xi_c \); they proliferate even when they are asymptotically rare. Accordingly, we set \( \xi^{-1} = \ln 2 \) [32].

Next, we consider the effect of the resonant regions on the matrix elements. Intuitively, \( \xi \) should be renormalized by thermal spots, and must grow under coarse-graining. Thermal inclusions can “shortcut” the exponential decay of matrix elements in the MBL phase, leading to an effective localization length \( \xi \) that is larger than the microscopic one. To leading order, the simplest RG equation consistent with this reads

\[
\frac{d\xi^{-1}}{d\ell} = -c\rho\xi^{-1} + \ldots, \tag{3}
\]

where \( c \) is a positive constant, and we assumed that \( \xi \) is not renormalized in the absence of thermal regions (\( \rho = 0 \)). A similar equation can be derived from the “law of halted decay” of Ref. [32].

Equations (2) and (3) yield RG flows of the Kosterlitz-Thouless form (Fig. 2), whose physical interpretation we now discuss. For \( \xi^{-1} > \xi^{-1}_c \), these RG equations admit a line of stable fixed points corresponding to the MBL phase, where the effective density of the thermal regions vanishes at long wavelengths, i.e., \( \rho_\infty \equiv \rho(\ell \to \infty) \to 0 \). Points along this line may be parameterized by the fixed-point value of the typical localization length \( \xi_\infty = \xi(\ell \to \infty) \). For \( \xi^{-1} < \xi^{-1}_c \), \( \rho \) is relevant and flows to infinity, indicating the proliferation of thermal spots: this is the delocalized, thermal phase. At the critical point, \( \xi^{-1}_\infty \) jumps discontinuously, analogous to the stiffness discontinuity in the usual XY transition [49]. Assuming that the disorder strength \( W \) is the parameter that tunes across the transition, \( \xi^{-1} \) evolves as

\[
\xi^{-1}_\infty = \xi^{-1} + c_1\sqrt{W - W_c} + \ldots, \tag{4}
\]

for \( W > W_c \), whereas it is formally 0 in the delocalized phase. We emphasize that \( \xi^{-1}_\infty = \ln 2 \) is a universal number in this scenario, which does not depend on microscopic details other than the dimension of the on-site Hilbert space. In general, it is given by the entropy density of the system at infinite effective temperature—corresponding to the level spacing in the middle of the many-body spectrum.

Whereas the typical localization length \( \xi \) remains finite up until the transition, finite-size scaling is controlled by an
emergent, diverging length scale
\[ \xi_\pm \sim e^{\pm \sqrt{|W-W^-|}}, \]  
(5)
where \( c_\pm > 0 \) is nonuniversal and may be different for the two sides of the transition. This corresponds to a correlation length exponent \( \nu = \infty \), which is consistent with general bounds that require \( \nu \geq 2 \) in \( d = 1 \) [42–44].

The two-parameter phase diagram governed by variables \( \rho \) and \( \xi \) and the resulting KT picture of the MBL transition is the main result of the present work. It is consistent with a recently exactly solvable RG scheme for the transition [35]. Before discussing the physical implications of our results, let us discuss the potential relation between this KT scenario and other theories of the MBL transition. Numerical simulations of phenomenological RG approaches designed to capture the critical behavior suggest a finite value of the correlation length critical exponent around \( \nu \approx 3.5 \) [29–31]. We note that the finite values of \( \nu \) obtained from finite-size scaling collapses do not rule out the KT scenario, since KT transitions exhibit significant, logarithmic corrections to finite-size scaling. We reexamine the RG approach of Ref. [31] in Sec. IV and of Ref. [29] in Sec. V, finding support for the KT scenario.

In a different direction, previous microscopic numerical studies [38] have yielded values of critical exponent \( \nu \) that are inconsistent with the general bound \( \nu \geq 2 \) [42–44]. This may be potentially reconciled with the KT scenario by observing that flow in Fig. 2 leads to overestimation of the MBL phase. RG trajectories shown by red lines in Fig. 2 (corresponding to \( \xi \sim > \xi_c \) initially flow towards the MBL phase but ultimately end in the thermal phase. When cut off by small finite sizes, such flows would appear to correspond to the localized phase. This behavior has been generally noted [29,36,50–52].

Our KT scenario relies on two main assumptions: namely, that (i) the transition is driven by a quantum avalanche [45], so that a single resonant region can thermalize the whole system, and (ii) the critical behavior can be captured using two scaling variables \( \rho(\ell) \) and \( \xi(\ell) \). The avalanche scenario is well-established by now, and underlies different recent phenomenological RG schemes for the transition [31–33]. The second assumption of only two scaling variables is more severe: it is motivated by the conceptual simplicity of the resulting KT picture. Specifically, the proliferation of thermal blocks in a quantum avalanche intuitively resembles vortex unbinding at the KT transition: both describe how a perturbatively stable phase responds to nonperturbative inclusions, respectively, resonances or vortices. This emphasizes the importance of describing the critical behavior from the perspective of the stability of the localized phase: it is more aptly viewed as a many-body delocalization transition. The KT picture also makes various previously puzzling aspects of the transition much easier to rationalize. For instance, KT scaling readily accommodates the first-order-like discontinuities characteristic of some quantities at the MBL transition [31,39]. Second, the KT picture applied to the MBL transition predicts that the critical point is a smooth continuation of the MBL phase; this is consistent with Refs. [32,33,35]. Third, as mentioned above, the logarithmic finite-size scaling expected for a KT transition naturally explains the slow convergence of numerical studies of the MBL transition to the thermodynamic limit. These individual pieces of evidence, although circumstantial, provide further support to the KT hypothesis.

### III. Consequences for the MBL Phase and Griffiths Regions

In the KT scenario for the MBL transition proposed above, the MBL phase is identified as a line of fixed points where \( \xi \) varies continuously. Thus it should be possible to smoothly connect the KT scenario with the behavior of rare (Griffiths) thermal inclusions within the MBL phase. In this section, we show that KT scaling is compatible with the Griffiths picture. We propose two possible scenarios connecting the effective typical localization length \( \xi \) to the distribution of the length of thermal inclusions in the MBL phase. This also illustrates how the RG equations (2) and (3) are related to infinite-randomness physics.

#### A. Nature of Griffiths regions

The physics of the MBL phase near the transition is dominated by rare (Griffiths) thermal inclusions that are locally on the “wrong side” of the transition [29,30,53–60]. Such rare regions are unavoidable in disordered systems. Naively, one would expect such regions to be exponentially rare: the probability to observe a thermal inclusion of size \( l_T \) should correspond to \( k = \mathcal{O}(l_T) \) independent microscopic rare events, each of which occurs with probability \( p \). This line of reasoning leads to a probability distribution for the length of the thermal inclusions given by

\[ p_T(l_T) \sim p^k \sim e^{-cl_T}. \]  
(6)

Similarly, one expects that the thermal phase contains MBL inclusions that are exponentially distributed. These inclusions act as bottlenecks [29,30,54,55,58,59], leading to subdiffusive transport and subballistic spreading of entanglement. However, recent RG studies suggest that thermal regions in the MBL phase are naturally fractal [34,35,60]: the number of independent, microscopic (UV) rare events needed to obtain a thermal region of size \( l_T \) could scale only as \( k = \mathcal{O}(l_T^{d_T}) \), with \( 0 < d_T \ll 1 \). This can occur if rare microscopic thermal inclusions form a “Cantor set”-like structure that can thermalize a whole region of size \( l_T \) [34]. The fractal structure of rare regions is physically motivated only in the MBL phase, and reflects the asymmetry of the two phases in the MBL transition: a set of measure zero of localized inclusions embedded in an otherwise thermal system cannot localize it, while fractal thermal inclusions in an otherwise localized system can be enough to thermalize it.

The fractal structure of the thermal inclusions leads to a stretched exponential scaling of the thermal distribution. A natural ansatz for this distribution at the transition and in the MBL phase is therefore

\[ p_T(l_T) \sim e^{-cl_T^\alpha}/l_T^{d_T}, \]

where \( \alpha \) and \( d_T \) vary continuously in the MBL phase, and \( c \) is a constant that is assumed to be regular near the transition.

At the transition point, it is necessary to have \( d_T \to 0 \) to recover a power-law distribution of thermal inclusions at criticality predicted by phenomenological RGs [29,31,33]. In the KT scaling picture, the transition point is itself
localized. This immediately constrains $\alpha_c \geq 2$, since otherwise the average size of the thermal Griffiths regions would diverge, inconsistent with localization. Beyond this, it is natural in the KT picture that $\alpha_c = 2$, which saturates the stability bound. To see this, we note that Eq. (1) in the MBL phase implies that the effective coupling $g$ decays rapidly for $n \gtrsim n_c > 1/(\xi^{-1} - \xi_c^{-1})$. Therefore we can identify the size of a thermal block scale as $\sim n_c$. The distribution $p_T(l_T) \sim e^{-cl_T}/l_T^d$ with $d_F = 0$ at criticality yields an average block size $\langle l_T \rangle \sim 1/(\alpha - 2)$; linking these, we find that the transition occurs at $\alpha_c = 2$. Additionally, the simple solvable strong-disorder RG scheme for the MBL transition [35] also predicts $\alpha_c = 2$. This critical exponent implies that the average length of thermal clusters diverges logarithmically, $l_T^f \sim \ln L$ at the transition, whereas the length of typical thermal clusters remains finite [35].

We expect $d_F$ to evolve continuously in the MBL phase, interpolating between $d_F = 0$ at the transition and $d_F = 1$ deep in the MBL regime, where we recover exponentially rare thermal regions as in Eq. (6) [24,25]. Nonetheless, there are two conceptually distinct possibilities on exactly how $d_F$ evolves in the MBL phase, which we now discuss in more detail.\(^1\)

B. Scenario (i): fractal thermal inclusions

Figure 3(i) illustrates the first scenario where the thermal Griffiths inclusions have continuously evolving fractal dimension. It is natural to link the evolution of $d_F$ with the scaling variable $\xi^{-1} - \xi_c^{-1}$, the quantity that parametrizes the position along the fixed line of Fig. 2. Given the constraints on the limiting behavior of $d_F$ discussed above, we posit that $d_F = f(\xi^{-1} - \xi_c^{-1})$, where $f$ is some smooth function with $f(0) = 0$ and $\lim_{x \to \infty} f(x) = 1$, as sketched in Fig. 3(i). In particular, $d_F \propto \xi^{-1} - \xi_c^{-1}$ near criticality. This scenario has the advantage that it directly reconciles the line of fixed points with the exponential behavior of thermal blocks at strong disorder without any additional ingredients such as the second phase transition that is necessary in scenario (ii). However, up to this point, no numerical simulations (see Secs. IV and V), have shown unambiguous signals of finite fractal dimensions $d_F$.

C. Scenario (ii): intermediate critical MBL phase

In the second scenario, shown in Fig. 3(ii), the length of the thermal blocks in the near-critical MBL phase remains power-law-distributed, $p_T(l_T) \sim l_T^{-\alpha}$, even for $W > W_c$—corresponding to rare regions with $d_F = 0$. The power-law scaling implies that, although the average thermal block size remains bounded in the MBL phase, there is nevertheless substantial multifractal character,\(^2\) indicated by the divergence of sufficiently high moments of the thermal block distribution, $(l_T^n)^{\alpha} \to \infty$ for $n > \alpha - 1$ [35].

\(^1\)A third potential scenario would involve nonfractal thermal inclusions with $d_F = 1$ throughout the MBL phase, and would be hard to reconcile with a KT picture. We believe this scenario is unlikely, and we do not discuss it further in what follows.

\(^2\)We note parenthetically that previous studies of microscopic models have noted multifractal or critical behavior persisting deep into the localized phase [65,80,81]; it is at present unclear if these are related to our discussion here.
future work, but we note that it could possibly be related to the breakdown of the locator expansion. One may note the formal similarity of this scenario to the role of $\mathbb{Z}_n$ anisotropy (with $n \geq 5$) in the 2D XY model: the anisotropy is irrelevant at criticality but becomes relevant as we move along the fixed line corresponding to the power-law correlated KT phase [61].

We also note that this intermediate critical MBL* phase is reminiscent of several proposals of an intermediate phase in the literature [50,62–64]. Our work provides a clear characterization in terms of rare regions of such an intermediate phase, although our scenario is conceptually distinct from proposals of a “delocalized but nonergodic” phase, since here, the MBL* phase is fully localized. Moreover, we caution that to a large extent, these proposals are mostly based on apparent slow dynamics from small scale numerics on the thermal side of the transition, that could also be interpreted as a finite-size critical fan [65].

IV. NUMERICAL SIMULATIONS OF CLUSTER RG SCHEME (DVP)

In this section, we revisit the interpretation of the numerical RG of Ref. [31] by Dumitrescu et al (DVP) in view of the proposed KT picture of the transition. This RG scheme is built on the earlier work of Ref. [30], but had essential changes to the treatment of interactions between resonances. In Sec. IV A, we summarize the conceptual basis of the RG and review how the avalanche phenomenon was captured. Given our previous discussion, the avalanche physics suggests that this RG would display KT scaling. However, Ref. [31] did not consider this scenario and instead used a scaling ansatz with a single relevant parameter. KT transitions are notoriously challenging to identify even in large-scale simulations of well-understood classical systems—leading irrelevant corrections to scaling are suppressed only logarithmically and dominate numerical data [66,67]. Therefore, in Sec. IV B, we revisit the numerical simulations with substantially better statistics. We find a power-law distribution of thermal clusters that persists deep into the MBL phase and provides evidence for KT scaling and for an intermediate critical MBL* phase [scenario (ii)].

A. RG procedure

Here we highlight the conceptual construction of the numerical RG procedure. This was discussed in greater detail, including step-by-step rules, in Ref. [31] (see also Appendix A). The RG is designed to capture the large-scale resonances between many local degrees of freedom—called clusters—that are characterized by only a few coarse-grained variables and can grow by interacting with other clusters. The essential physics is the competition between the typical matrix elements $\Gamma_{ij}$, that change the state of the clusters $i$ and $j$ and the typical energy mismatch $\Delta E_{ij}$ between those states. Like other RGs for the MBL transition, it proceeds using a strong-disorder approach [29,30,68–70]. Here, the strong-disorder assumption is that we may sharply distinguish interactions with $\Gamma_{ij} > \Delta E_{ij}$, that will resonantly admix clusters $i$ and $j$, from those with $\Gamma_{ij} < \Delta E_{ij}$, that only slightly dress the clusters while leaving them decoupled with respect to each other. Close to the critical point, this sharp separation can be self-consistently justified since the distribution of $g_{ij} = \Gamma_{ij}/\Delta E_{ij}$ becomes broad. The case $g \sim 1$ will be encountered asymptotically rarely, since $g$ depends exponentially on fluctuating extensive quantities.

While the RG is a coarse-grained description, it maintains a close connection to the microscopic problem. First, the clusters are seeded at the lattice scale for a certain number of lattice sites $L$, using the uniform disorder distribution $[0, W]$ as well as the localization length $\zeta_0 \sim 1/\ln(1 + W^2)$ expected from the initially localized noninteracting degrees of freedom. Second, the matrix elements are initially allowed to couple the clusters in an all-to-all manner. Although the interactions are still exponentially short-ranged in the localized basis, this correctly reflects the fact that resonances can occur between distant sites, if their energy mismatch is sufficiently small. Third, in contrast to RGs of Refs. [29,34,35], regions of the systems are not a priori identifiable as thermal or insulating; instead, this is an emergent property of the distribution of clusters, depending on if they grow or not.

These RG rules are based simply on the strong disorder assumption and asymptotic form of matrix elements in the two phases. For $g < 1$, nonresonant, nonmerging clusters have their direct coupling turned off $\Gamma_{ij} = 0$, capturing emerging l-bits in a locally MBL region. For $g > 1$, resonant clusters merge and are assumed to be locally fully thermal; the coupling to other clusters is given by the ETH [11]. This procedure naturally encompasses the avalanche mechanism as one of the possible scenarios of cluster evolution [31]. In the RG, one may loosely think of $\Gamma_{ij}$ as setting an inverse time-scale to resonate. If $\Gamma_{ij} = 0$, clusters $i, j$ were not able to resonate on the time-scale set by their direct coupling. However, the same clusters might still resonate later, if mediated by coupling to other clusters. A sufficiently large and strongly coupled cluster can sequentially resonate with clusters which separately had no direct coupling between each other, which is the part of the avalanche process that eventually may lead to delocalization. As such a large cluster grows, the matrix element evolution encodes an effective length-scale that plays an analogous role to $\zeta$.

The RG terminates if the entire system thermalizes, or if no resonant bonds remain. The final state of the system is characterized by a distribution of thermal clusters of different sizes.

B. Numerical results

We use this RG procedure in simulations on a range of system sizes between $L = 600$ and $L = 4000$ initial sites with periodic boundary conditions as was done in Ref. [31], but with larger numbers of disorder realizations: $10^7$ (for $L \leq 1000$), $5 \times 10^6$ (for $L = 1500$), and $10^6$ (for $L \geq 2000$). We tune the system across the MBL transition using the disorder strength $W$. We analyze the resulting cluster distributions and compare them with the expectations of Secs. II B and III. In particular, we will analyze both the form of the distribution at intermediate sizes as well as the fully thermalized configurations. Throughout this section, we will consider histograms for the size of the largest cluster per disorder realization. Since
we are simulating a finite size $L$, there can at most be a single cluster per disorder realization with $x > L/2$. In fact, for sizes $x > L/2$, this distribution is identical to the distribution of all clusters.\(^3\) Note that this distribution in a finite system is different from extreme value distributions that emerge when sampling from an infinite system. The advantage of this analysis is that each disorder realization contributes equally to the average, and therefore normalization of histograms with different $L$ can be meaningfully compared.\(^4\)

Figure 4 shows histograms of cluster size of systems with $L = 1500$. This covers a range of parameters in $W$ starting from just above the MBL transition to deep in the MBL phase. The distribution of cluster sizes decays as a power-law and shows a finite-size “thermal peak” of clusters of size $L$, even in the MBL phase, corresponding to a finite probability of fully thermalizing the finite system.

\(^3\)A cluster of size larger than $L/2$ is necessarily the largest in the sample.

\(^4\)For different $L$ and $W$, the number of clusters per disorder realization varies, changing the relative normalization.

In the power-law regime, the histograms are consistent with

$$p_\alpha(x) \propto \frac{L}{x^\alpha}.$$  \(7\)

The factor $L$ takes into account the overall density of clusters of a given size in a finite system of size $L$; the collapse for different $L$ is shown in Fig. 10 in Appendix C. The power $\alpha$ varies smoothly with $W$ and we show the value obtained from a least-square fit for all $L$ in Fig. 5(a).
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Apart from the power-law shape of histograms, KT scaling with scenario (ii) predicts a precise form of the exponent. In particular, the analytically solvable simplified RG of Ref. [35] predicts $\alpha = 2 + c' \sqrt{W - W_c} + \ldots$ near criticality for $W \geq W_c$. To first approximation, Fig. 5(a) indeed shows $\alpha_c = 2$ at the critical point. Below we will provide a more careful finite size scaling analysis of the numerical data, that gives further support to the critical value of $\alpha$ and KT scaling.
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2. Within the errors set by the fitting procedures, these curves agree with one another. This agreement is entirely surprising: the thermal fraction crossing is controlled by realizations with clusters of size $L$, while the power-law fit is a property of the realizations where the largest cluster has intermediate lengths. It is, however, natural if we assume a single power-law form of cluster distribution (7) and the special value of the exponent $\alpha_c = 2$ at criticality, both provided by the KT theory. We emphasize that a simple power law with any $\alpha > 2$ is inconsistent with the observed crossing of $P_L(W_c)$. Finally, the size-dependent corrections to $W_c(L)$ are consistent with the form $\sim L^{-2}$, expected for finite-size corrections at a conventional KT transition [71].

C. Finite-size corrections and MBL* phase

The power-law histograms of cluster size, the critical value of the exponent $\alpha_c = 2$, the consistency with the thermal fraction crossing, and the logarithmic finite-size drift discussed above provide strong support for the KT picture. Indeed, it is difficult to produce a simple alternative explanation that satisfactorily reconciles all these points. Nonetheless, as mentioned before, KT transitions are challenging to study in finite-size simulations, and we therefore caution that one must remain aware of the limits of interpreting the data even on systems as large as those studied here. We now discuss some of the issues related to finite-size effects.

First, the KT picture with power-law distribution (7) predicts the lack of a finite thermal fraction $P_0(W_c)$. Despite Eq. (8) giving a consistent interpretation of the data of Fig. 5(b), the presence of a small $P_0(W_c)$, which depends weakly on $W_c$, cannot be ruled out. Determining $P_0(W_c)$ requires a careful extrapolation of the values of $P_L(W_c)$ to $L \to \infty$. Regrettably, the limited system sizes make this extrapolation poor; numerically, $P_0(W_c)$ is consistent with a large range of values, including zero and unphysical negative values (data not shown).

Second, just as the effective critical point $W_c(L)$ has subleading corrections, we also expect corrections in $W$ and $L$ to the effective power $\alpha$ in Eq. (7). For example, it is not possible to meaningfully perform a scaling analysis of the exponent $\alpha(W)$ in Fig. 5(a), to test the KT form away from the critical point. Furthermore, the finite-size corrections of $W_c(L)$ of Fig. 5(c) are consistent with the form $\sim 1/\ln^n L$, however the available data range does not suffice to uniquely fix the power to $n = 2$. Finally, if we consider integrating the cluster size distribution from various interval sizes upwards analogous to Eq. (8), we find deviations from a constant. While expected for KT, such effects are challenging to properly interpret without analytic results for the form of leading irrelevant contributions.

The limitations imposed by the large finite size corrections are especially important with respect to the nature of the global phase diagram discussed in Sec. III. Our numerical data are compatible with scenario (ii) of a critical MBL* phase. In order to be consistent with the finite fractal dimension of clusters deep in the MBL phase [24], this would indicate a second phase transition from MBL* to MBL that we did not observe in our numerics. Indeed, tracking the evolution of the thermal block distributions into the localized phase (Fig. 10), we find no evidence of rounding-off of the power law expected from an appreciably large non-zero fractal dimension of the thermal inclusions.\footnote{Despite the absence of curvature on a log-log scale, we note that at strong disorder, we were also able to fit the distribution of thermal clusters using a stretched exponential form. However, we caution that fitting a stretched exponential requires working with a double logarithmic scale, which is questionable even for the large systems that we can access using this numerical RG}
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due to higher-order corrections. We caution that if the fractal dimensions in the observed disorder window were sufficiently small, pure power-law and stretched-exponential behaviors could not be distinguished on the accessible system sizes.

It is entirely possible that a second transition could occur at stronger disorder within the current RG, and would just require additional orders of magnitude of statistics and system sizes to be observed. Another option is that the RG rules of Ref. [31] are missing a necessary microscopic ingredient (see Sec. III C) to produce stretched exponential tails at strong disorder. Including such missing physics could lead to results compatible with scenario (i) of Sec. III, where the phase is changed but the actual critical point is not, or to even more dramatic changes. We leave the resolution of this puzzle for future work, but note that at present, our numerical results favor scenario (ii) with an intermediate MBL* phase over scenario (i).

V. NUMERICAL SIMULATIONS OF BLOCK RG SCHEME (VHA)

We now consider the ‘block RG’ for the MBL transition originally formulated by Vosk et al. (VHA) in Ref. [29]. This RG was also initially interpreted assuming one-parameter scaling, with a correlation length exponent $\nu \approx 3.1$. In this section, we will present results for the near-critical localized phase on large system sizes that show consistency with KT predictions. We briefly summarize the technical steps of the RG procedure, but refer the reader to the original paper for a justification of this method [29].

A. RG procedure

We begin by outlining the rules of the VHA block RG scheme (see Appendix B and Ref. [29] for details). This approach treats the system as a chain of blocks, each characterized by two parameters—an internal rate of relaxation across the block $\Gamma_i$, and a typical level spacing $\Delta_i$. The dimensionless ratio $g_i = \Gamma_i/\Delta_i$ captures the delocalized ($g_i \gg 1$) or localized ($g_i \ll 1$) nature of the blocks. Adjacent blocks are connected by links, which are characterized by interblock tunneling rates $\Gamma_{i,i+1}$. In addition, an interblock $g$ parameter is defined as $g_{i,i+1} = \Gamma_{i,i+1}/\Delta_{i,i+1}$, where the two-block level spacings $\Delta_{i,i+1}$ is proportional to the product of level spacings in the respective blocks.

Initially, all the blocks have $g_i = 1$, while the disorder is introduced in the inter-block tunneling rates $\Gamma_{i,i+1}$. The disorder strength is parametrized by a value denoted $\ln g_0$. At any given step of RG, the link with the largest rate $\Gamma_{i,i+1}$ is decimated by merging blocks $i$ and $i+1$ into a single block. The internal relaxation rate of the new block is $\Gamma_{i,i+1}^{\text{new}} = \Gamma_i^{\text{new}}$. The rules for renormalizing the couplings for the new cluster to the adjacent blocks are found by examining various limiting cases (see Appendix B).

B. Distribution of thermal regions

The VHA RG naturally delimits blocks by their $g$-value as thermal ($g_i > 1$) or localized ($g_i \ll 1$). To track the distribution of thermal regions, we record the length of each newly created block $i$ whenever it crosses the threshold $g_i = \Gamma_i/\Delta_i > 1$. The statistics of such lengths is accumulated over many different realizations of disorder.

Figure 6 shows the numerical distributions of thermal block sizes at the critical point and in the MBL regime. Here, the critical value of the disorder strength is found to be $\ln g_0 = -1.780 \pm 0.005$ from finite-size scaling crossings in the effective eigenstate entropies [29] (see Appendix B). At criticality, we find a power-law distribution $1/\ell^\alpha$, with a power consistent with $\alpha = 2$. In the MBL phase near the transition, the thermal length distributions still show a power-law behavior extending over several decades, with $\alpha$ increasing for larger values of disorder strength. Over the simulated length scales, the distributions show slight curvature for large values of disorder. However, this curvature does not increase deeper into the MBL phase.

The clear power-law distribution of thermal inclusions at criticality with $\alpha = 2$, provides direct support for the KT scaling theory developed in previous sections. However, the data in Fig. 6 are inconclusive when distinguishing between the two scenarios discussed in Sec. III. On the one hand, we find power-law-like distributions of thermal regions away from the critical point in the MBL phase with continuously varying exponents. This observation supports scenario (ii) of Sec. III, with the existence of an intermediate MBL* phase. On the other hand, the presence of slight curvature in $p_T(\ell)$ could be the indication of the presence of a small fractal dimension $d_T$, supporting scenario (i). However, in this latter case, we would expect the curvature to increase on moving deeper into the MBL phase, which is not an apparent trend in our simulations. Instead, the data could be also consistent
with a power law, where the power approaches its asymptotic value.

To further address the nature of the Griffiths regions near criticality, we attempt to directly consider the internal structure of thermal inclusions to extract the fractal dimension, \( d_F \). For a given thermal block \( i \) of length \( \ell \), we calculate the total length \( \ell_f \) of those initial microscopic thermal blocks that contributed to the formation of \( i \) and also have never been part of a localized block at any previous RG steps. A nonzero fractal dimension would manifest in a power-law relation \( \ell_f \propto \ell^{d_F} \), with \( 0 < d_F < 1 \). In contrast, a fractal dimension \( d_F = 0 \) would lead to logarithmic scaling \( \ell_f \propto \ln \ell \).

Figure 7 shows the dependence of \( \ell_f \) on \( \ell \) at three values of disorder. The data are consistent with a small fractal dimension \( d_F \approx 0.15 \) both at the critical point (\( \ln g_0 = -1.78 \)) and in the near-critical regime (\( \ln g_0 = -1.85 \)). Deeper in the phase (\( \ln g_0 = -1.95 \)) we do not observe a region with a clear power-law dependence between \( \ell \) and \( \ell_f \) and hence cannot reliably extract a fractal dimension. Note that \( d_F \) is constant within error bars at both at the critical points and over a range of disorder in the near-critical MBL phase where the exponent \( \alpha \) in the thermal block distribution changes appreciably (Fig. 6). On one hand, this suggests that the internal structure of the thermal blocks might be similar at criticality and in the MBL region. On the other hand, the power-law behavior at the critical point seen in Fig. 6 implies \( d_F = 0 \) which contradicts the finite value of \( d_F \) extracted from fits in Fig. 7. Thus we conclude that simple log-log fitting still suffer from systematic inaccuracies despite the two decades of values of \( \ell \) used in these fits.

VI. DISCUSSION AND OUTLOOK

In this paper, we have developed a Kosterlitz-Thouless scaling picture of the MBL transition. Ultimately the emergence of KT scaling follows from just two assumptions: that quantum avalanche processes within the localized phase drive thermalization, and the renormalization of effective matrix elements in the MBL phase due to the presence of thermal inclusions. Taking the typical localization length (that controls these matrix elements) and the density of thermal regions as scaling variables yields a pair of RG flow equations of the KT form. We then used various physical arguments in concert with a recently proposed, analytically solvable (but simplified) RG scheme [35], to explore the implications of this KT scenario.

Our proposed KT picture of the MBL transition leads to two sharply distinct scenarios for the behavior of the near-critical localized phase. As we increase disorder to cross the transition from the thermal side, the KT picture implies that the critical point marks the beginning of a line of fixed points that continues into the MBL phase. It is natural to associate this line of fixed points with the continuous evolution of parameters that characterize the rare (thermal) Griffiths regions, which are expected on general grounds in disordered MBL systems. The two scenarios correspond to two distinct ways to make such a connection. The first views the Griffiths regions as having a finite fractal dimension, and takes the line of fixed points to interpolate between fractal dimension \( d_F = 0 \) at criticality—this corresponds to power-law-distributed thermal regions—to \( d_F = 1 \) at strong disorder, as expected on general grounds. The second instead takes the near-critical Griffiths regions to have vanishing fractal dimension but a continuously evolving power-law distribution. This corresponds to a phase—dubbed MBL*—that is distinct from the strong-disorder MBL phase, and separated from it by a second transition at which the fractal dimension becomes nonzero. Additional ideas beyond the basic assumptions needed to build the KT picture are necessary to determine which of these is realized in microscopic models of MBL.

We also turned to numerical simulations of two distinct phenomenological “cluster” [31] (DVP) and “block” [29] (VHA) RG schemes in order to numerically test the KT scenario. Both yield a clear power-law distribution for thermal blocks at criticality, with an exponent \( \alpha_c = 2 \) as predicted by the KT flow. This is persuasive evidence in favor of the KT picture, given that the two RG schemes are rather different in nature. Both show such power-law behavior extending into the near-critical MBL phase, persisting for several decades. However, they are inconclusive on the evolution of the fractal dimension \( d_F \) inside the MBL phase, despite the large system sizes simulated.

A natural question raised by the present work is whether and how the RG scheme of Refs. [32,33] is connected to the KT scenario. We have already noted that there is a strong resemblance between the equations describing avalanches in Refs. [32,33] and our KT flow equations. Separately, many KT transitions have been observed in the study of disordered ground states [72–75], although the physics in those cases are different. Exploring the connections between the KT scaling of the highly excited states in the MBL phase presented here...
and in the ground state is an open direction. [76] Another obvious direction along which our work can be developed is to build in more microscopic input. The link that we have provided between the analytically solvable RG of Ref. [35] and the microscopically motivated models of Ref. [31] has already allowed us to connect the KT scenario to concrete physical observables. Going beyond this to truly microscopic models requires more effort. Although traditional techniques such as finite-size scaling collapses are likely challenging in light of our KT scenario, other observables may distinguish KT from other scaling behavior. It would be interesting to understand our KT scenario, other observables may distinguish KT from finite-size scaling collapses are likely challenging in light of other scaling behavior. It would be interesting to understand what the analog quantity of the universal Luttinger liquid parameter of disordered ground state KT transitions [72] is and the relationship to the universal exponent \( \alpha \) presented in this paper. We also note, that a very recent exact diagonalization results appear to be consistent with the KT prediction of algebraic behavior of thermal cluster distributions within the MBL phase, with an exponent \( \alpha \approx 2 \) at criticality [77].

Finally, we note that the link with the behavior of thermal Griffiths regions suggests that it is possible, at least in principle, to extract this exponent experimentally. We can imagine a cold atom setup where the system is quenched into the MBL regime from an initial configuration with a local “imbalance” (period-two density modulation) [2]. As it does not correspond to a conserved quantity, the imbalance will persist to long times in the localized regions, but decay away in the thermal blocks. It should be feasible to measure spatial fluctuations of the imbalance using a quantum gas microscope [78]. This yields the distribution of thermal block sizes, allowing us to extract \( \alpha \), both at criticality, as well as into the localized phase. Such a measurement, performed with enough sensitivity, may also be able to distinguish between the two scenarios proposed for the nature of the near-critical phase.
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APPENDIX A: DVP CLUSTER RG PROCEDURE

As stated in the main text, the DVP RG rules used in Sec. IV are identical to those introduced in Ref. [31]. Here we repeat the step-by-step RG procedure.

The elementary object of the RG is a cluster \( i \), characterized by its bandwidth \( \Lambda_i \) and the number \( n_i \) of effective “spins-1/2” contained within it. The cluster many-body level spacing is \( \delta_i = \Lambda_i/(2^{n_i} - 1) \). We introduce matrices \( \Gamma_{ij} \) and \( \Delta E_{ij} \) that capture, respectively, the matrix elements of transitions between different clusters and the energy mismatch between the clusters.

We initialize a single disorder realization of the RG with a chain of \( L \) clusters each containing a single “spin-1/2” degree of freedom (\( n_i = 1 \)). We draw a set of \( L \) random fields \( \mu_i \) from a uniform distribution on \([0, W]\); this determines the initial bandwidth of each cluster \( \Lambda_i = \mu_i \) and the energy mismatch \( \Delta E_{ij} = [\mu_i - \mu_j] \). The initial matrix elements are initialized as \( \Gamma_{ij} = V(e^{-i (j - i)/\nu} + e^{i (j - i)/\nu}) \), with \( \nu = 2/(\ln 1 + W^2) \). The two terms in \( \Gamma \) reflect periodic boundary conditions; we always set \( V = 0.3 \). We note that the disorder strength \( W \) enters both the local bandwidth at the UV scale and the range of effective interaction between clusters.

A single step of the RG has three elements.

1. Identify resonant clusters and merge. Clusters connected by a path of resonant bonds \( (g_{ij} = \Gamma_{ij}/\Delta E_{ij} \geq 1) \) are merged into a new resonant cluster \( \{i \} \rightarrow K \). The number of spin-1/2 in the new cluster is \( n_K = \sum_{i \in [K]} n_i \). The new bandwidth is \( \Lambda_K = \sqrt{\sum_{i \in [K]} \Lambda_i^2} + \sum_{i,j \in [K]} \Gamma_{ij} \), and the level spacing is updated from its definition \( \delta_k = \Lambda_k/(2^{n_k} - 1) \).

2. Update matrix elements. Consider two sets of resonant clusters, which are separately merging \( \{i \} \rightarrow I \) and \( \{j \} \rightarrow J \). The coupling between the resulting clusters \( I, J \) is set by ETH to be

\[
\Gamma_{IJ} = \max_{J \in I} \max_{J \in J} \sum_{I \in [I] \setminus J} \sum_{J \in [J] \setminus I} e^{-2(n_i + n_j - n_{ij})s_{th}},
\]

where \( s_{th} = \ln 2 \) is the thermal entropy density. This form also applies when only one cluster changes.

If two clusters were both unchanged during a RG step, the coupling is turned off:

\[
\Gamma_{IJ} = 0,
\]

reflecting the emergence of decoupled l-bits.

3. Update energy mismatch.

\[
\Delta E_{IJ} = \begin{cases} 
\max(\delta_i - \Lambda_i, \delta_j), & \Lambda_i \geq \delta_i \geq \Lambda_j \geq \delta_j, \\
\max(\delta_j - \Lambda_i, \delta_i), & \Lambda_j \geq \delta_j \geq \Lambda_i \geq \delta_i, \\
\delta_i \delta_j / \min(\Lambda_i, \Lambda_j), & \text{otherwise}
\end{cases}
\]

The first two cases are invoked when the level spacing of one cluster exceeds the bandwidth of the other, and generally occur only in the first RG steps.

RG steps are iterated until there are no resonant couplings remaining or the entire system is thermalized into a single cluster.

APPENDIX B: VHA BLOCK RG PROCEDURE

For the sake of completeness, we describe the “VHA” RG procedure [29]. The system is initialized as a chain of blocks consisting of spin-1/2 objects. Each block is characterized by an internal tunneling rate \( \Gamma_i \) and a typical level spacing \( \Delta_i = W/2^L \), where \( W \) is a bandwidth and \( L = \ln_2(100) \) is a length of the block. Initially all the blocks have identical value of \( g_i = \Gamma_i / \Delta_i = 1 \). The coupling between the adjacent blocks is taken into account via inter-block tunneling rates \( \Gamma_{i,i+1} \). One
also defines an effective two-block level spacing as \( \Delta_{i,i+1} = W/2^{L_i-L_{i+1}} \) and a coupling \( g_{i,i+1} = \Gamma_{i,i+1}/\Delta_{i,i+1} \).

By construction, the tunneling rate through the link is smaller than the intrablock tunneling rate. The disorder is introduced into the system via random initial values of link parameters \( g_{i,i+1} \). In order to incorporate the above constraint, one first defines the auxiliary couplings \( \tilde{g}_{i,i+1} \) that are drawn from the standard log-normal distribution with the mean \( \ln g_0 \) and variance set to one. The parameter \( \ln g_0 \) is used as the tuning parameter for the MBL transition in the VHA RG.

The actual couplings are defined as \( g_{i,i+1} = 1/(\tau_{i,i+1} \Delta_{i,i+1}) \), where \( \tau_{i,i+1} = 1/(\tilde{g}_{i,i+1} \Delta_{i,i+1}) + 2/\Gamma_0 \) and \( \Gamma_0 \) is the intrablock rate at the beginning of the procedure.

At subsequent steps of the RG the “fastest” link, i.e., with the largest value of \( \Gamma_{i,i+1} \) is decimated, so that the blocks it connects form a new block. This requires the renormalization of the adjacent links to other blocks. We briefly clarify and summarize the rules below, referring the reader to Ref. [29] for their justification. Denoting the link with the largest rate, \( \Gamma_R \), to be between blocks 1 and 2, the link to the right transforms as \( \Gamma_{23} \rightarrow \Gamma_R \) (the left link is defined analogously). The value of the \( \Gamma_R \) is determined according to two possible rules:

\[
\Gamma_R = \frac{\Gamma_{12} \Gamma_{23}}{\Gamma_2}, \tag{B1}
\]

\[
\frac{1}{\Gamma_R} = \frac{1}{\Gamma_{12}} + \frac{1}{\Gamma_{23}} - \frac{1}{\Gamma_2}. \tag{B2}
\]

The rule being applied depends on the value of \( g \) parameters, and is summarized in Table I. The same procedure is also applied to the link to the left of the merged blocks (if such link exists, since we are using the open boundary conditions). The decimation procedure described above is repeated until only single block remains.

As our goal is to study the broadly distributed thermal block distribution of the RG, it is crucial to study large system sizes averaged over many disorder realizations. This requires an efficient numerical implementation of the RG. The VHA procedure is based on the decimation of the largest coupling \( \Gamma_{i,i+1} \) and renormalization of couplings to its two spatial neighbors. A naive search for the block with the largest coupling in a list requires \( O(L) \) operations at each RG step and is prohibitively inefficient. Instead, we use a container that allows access via two distinct, sorted labels—the spatial position of the block and the coupling \( \Gamma_{i,i+1} \) to the next block on the right. Each RG step now costs \( O(1) \) operations to search and \( O(\log L) \) to resort the energy index after merging and renormalization. We use the boost.multiindex container from the C++ Boost libraries [79] for this strategy.

Because of the large system sizes simulated, our code stores the logarithms of couplings \( \Gamma \) to avoid numerical over-

### TABLE I. Rules of the VHA RG.

<table>
<thead>
<tr>
<th>( g_{12} \ll 1 )</th>
<th>( g_{12} \gg 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_{23} \ll 1 )</td>
<td>(B1) ( (B2) ) if ( g_1 ) and ( g_2 \gg 1 ) ( (B1) ) if ( g_1 ) or ( g_2 \ll 1 )</td>
</tr>
<tr>
<td>( g_{23} \gg 1 )</td>
<td>( (B2) ) if ( g_2 ) and ( g_3 \gg 1 ) ( (B1) ) if ( g_2 ) or ( g_3 \ll 1 )</td>
</tr>
</tbody>
</table>

---

**FIG. 8.** Finite size scaling of normalized average entanglement entropy [29] shows a crossing at a particular disorder strength, \( \ln g_0 = -1.78 \pm 0.005 \). For stronger disorder, \( \ln g < \ln g_0 \) entropy decreases, corresponding to the MBL phase, whereas for \( \ln g > \ln g_0 \) normalized entropy tends to the thermal value upon increasing system size. The number of disorder realizations used is \( 10^4 \) for \( L = 400 \) and 1000, \( 2 \times 10^4 \) for \( L = 5000 \) and 10 000, and \( 3 \times 10^4 \) for \( L = 20 000 \) and 40 000.

---

**FIG. 9.** Distribution of normalized effective entanglement entropy \( s = \langle S \rangle / S_T \) has a broad tail at the MBL transition and into the localized phase. In the delocalized phase (topmost curve, \( \ln g_0 = -1.7 \)), the distribution is nonmonotonic, suggesting the formation of a maximum near thermal value of entanglement. In contrast, at the transition (\( \ln g_0 = -1.78 \)) and in the MBL phase we observe a power-law-like tail that extends to volume-law values of \( s \approx 0.2 \). The data were obtained on small system sizes of \( L = 10^4 \) blocks and \( 10^5 \) disorder realizations.
FIG. 10. Histograms of the number of sites (size) contained in the largest cluster for each disorder distributions with different system sizes $L$ using the DVP RG. The histograms are normalized both by the number of disorder realizations and the system size $L$. Standard errors are indicated by the colored intervals; the bin size is $\delta x = 25$. For each data set, the limit where there is only a single count $1/(N_{\text{dis}}L)$ is shown by dashed lines.
that our results do not depend on the value of the cutoff $\lambda_c$ when it is chosen to be small enough.

In order to define the critical disorder strength of the transition, we exactly follow the recipe of the original Ref. [29] which defined a measure of the effective entanglement entropy of the eigenstates. The analog of bipartite entanglement entropy is defined as the logarithm of the number of product states of the eigenstates. The entanglement as

$$ S_g = -\ln (1 + g_{\text{max}}) $$

Here parameter $g_{\text{max}}$ is the maximal value taken by $g_{i,i+1}$ for the block $i$ that spans the middle of the initial system over the entire flow of the RG.

We normalize the “entanglement” $S$ defined above by the value of a thermal entropy, $S_T = \ln \ell_0$, where $\ell_0$ is the number clusters each having microscopic size $\ell_0$. The normalized entanglement, $S/S_T$ approaches one in the ergodic phase and zero in the MBL phase. We reproduce the results of Ref. [29] in Fig. 8 and find the critical isorder strength $\lambda_c$ that slightly differs from the previously reported, presumably due to the slightly increased value of critical disorder. A more surprising finding is the persistence of a broad tail of $p(s)$ away from the critical point and extending into the MBL phase. This tail, which we are able to access because of the much larger system sizes and better statistics, emerges in addition to the exponential decay of $p(s)$ for small values of $s$ reported in Ref. [29]. The existence of such broad tails could be consistent with our KT picture.

Finally, we examine the distribution of the normalized entanglement $s = S/S_T$ across the MBL transition in Fig. 9. At critical disorder we find a broad tail of $p(s)$ that has parts consistent with power-law scaling $p(s) \sim 1/s$ that slightly differs from the $p(s) \sim 1/s^{0.9}$ previously reported.

APPENDIX C: HISTOGRAMS FOR VARIOUS L AND W (DVP)

Figure 10 plots the histograms of the size of the largest cluster in the DVP RG for different disorder strength. This shows the presence of power laws consistent with Eq. (7) above the noise floor, even for disorders deep in the MBL phase.


